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This paper presents a second-order accurate adaptive generalized Riemann problem (GRP)
scheme for one and two dimensional compressible fluid flows. The current scheme consists
of two independent parts: Mesh redistribution and PDE evolution. The first part is an iter-
ative procedure. In each iteration, mesh points are first redistributed, and then a conserva-
tive interpolation formula is used to calculate the cell-averages and the slopes of
conservative variables on the resulting new mesh. The second part is to evolve the com-
pressible fluid flows on a fixed nonuniform mesh with the Eulerian GRP scheme, which
is directly extended to two-dimensional arbitrary quadrilateral meshes. Several numerical
examples show that the current adaptive GRP scheme does not only improve the resolution
as well as accuracy of numerical solutions with a few mesh points, but also reduces possi-
ble errors or oscillations effectively.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

The generalized Riemann problem (GRP) scheme, as an analytic second order accurate extension of the Godunov scheme,
was originally developed for one-dimensional (1D) system of an unsteady and inviscid flows [1,3]. The basic idea of the GRP
scheme consists of replacing the exact solution by a piecewise linear function and analytically solving a generalized Riemann
problem at each cell interface to yield numerical fluxes. Recently a direct Eulerian GRP scheme was presented in [4,5,20–22],
aiming at getting rid of the auxiliary Lagrangian scheme, which was essential in [1], and solving the one-dimensional (1D)
generalized Riemann problem directly in the Eulerian coordinates by employing the regularity property of the Riemann
invariants.

The direct Eulerian GRP scheme is efficient and robust in capturing hydrodynamic singularities (shocks and contact dis-
continuities) for most cases. In the meantime it also inherits drawbacks from many Godunov-type schemes, such as the
instability of stationary shocks and start-up errors in a single shock wave of the one-dimensional compressible fluid flows.
For two-dimensional cases, the GRP scheme was extended by employing the Strang splitting method in [5], but it had to be
restricted on uniform rectangular meshes. The purpose of this paper is to develop one-dimensional and two-dimensional
adaptive GRP schemes by combining the Eulerian GRP scheme [5] with the adaptive moving mesh method [31]. With such
efforts, the afore mentioned drawbacks or restrictions are totally overcome.

Our present adaptive GRP scheme consists of two independent parts: Evolution of PDEs with the GRP scheme on an
arbitrary quadrangular mesh and the mesh redistribution with the Gauss–Seidel iteration method. In this context one key
. All rights reserved.
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ingredient is to extend the Eulerian GRP scheme over arbitrary quadrangular meshes. The reason is that the adaptive moving
mesh method can locally cluster or spread out mesh points according to the solution variations, and that this method will
totally break the uniform mesh distribution. Note that it makes sense in its own to develop a two-dimensional or multi-
dimensional GRP scheme on arbitrary meshes. Our approach of the two-dimensional GRP scheme on arbitrary quadrangle
meshes is to integrate the conservation laws over an hexahedral control volume in the space time domain, and then use
the average of conservative variables (mass, momentum, and energy) to replace their integrals on the top and bottom faces.
Numerical fluxes on four lateral faces are approximated by replacing true solutions with the centroid point values, which are
analytically obtained by solving the associated generalized Riemann problem in the time direction. This generalized Rie-
mann problem is defined in the outward normal direction of each quadrangle boundary.

Another key ingredient in the present scheme is to define the primitive slope after every step of the mesh iteration dis-
tribution, since the primitive slope cannot be directly obtained on the resulting new mesh. The conservative interpolation
developed in [31] is used to solve this problem. Some efficient monitor functions are discussed and summarized in numerical
experiments. From the numerical results in Section 5, we can see that the adaptive GRP scheme will not only improve the
resolution as well as the accuracy of numerical solutions with much fewer meshes, but also effectively reduce possible errors
(oscillations), which may be present in many Godunov-type schemes for the compressible fluid flows [17]. That is to say, the
present adaptive GRP scheme provides an efficient and robust way to achieve very accurate solutions, thus it would be useful
in practical applications.

This paper is organized as follows. In Section 2, the direct Eulerian GRP scheme for two-dimensional planar compressible
fluid flows is reviewed and extended to arbitrary quadrangular meshes for general two-dimensional cases. In Section 3, the
adaptive moving mesh method is illustrated, in particular, the method how to remap the primitive slope. Section 4 shows the
algorithm of the adaptive GRP scheme. Numerical experiments are carried out in Section 5 to display the performance of this
scheme. A final conclusion is given in Section 6.
2. The GRP scheme in one and two-dimensions

In this section we first review the GRP scheme for two-dimensional (2D) planar compressible fluid flows, and then extend
it for general two-dimensional cases on arbitrary quadrangular meshes. This serves to develop our adaptive GRP scheme,
although it has its own significance.
2.1. Review of 2D planar GRP scheme

The following system is used to describe 2D planar compressible fluid flows,
@U
@t þ

@FðUÞ
@x ¼ 0; U ¼

q
qu

qvE

0B@
1CA; FðUÞ ¼

qu
qu2 þ p

quv
uEþ pu

0BBB@
1CCCA; ð2:1Þ
where q, e are the density and the internal energy, respectively, p ¼ pðq; eÞ is the pressure, u is the velocity along the x-direc-
tion and v is the velocity perpendicular to the x-direction, E ¼ qeþ q u2þv2

2 is the total energy.
Denote spatial grid points with fxj; j ¼ 1; . . . ; Jg, and interface points xjþ1

2
¼ ðxj þ xjþ1Þ=2. Define the cells Cj ¼ xj�1

2
; xjþ1

2

h i
with length Dxj ¼ xjþ1

2
� xj�1

2
. Let Un

j be the average value of U over the cell Cj at time tn ¼ nDt, and assume that the data
at time t ¼ tn are piecewise linear with a slope rn

j ,
Uðx; tnÞ ¼ Un
j þ rn

j ðx� xjÞ; x 2 xj�1
2
; xjþ1

2

� �
: ð2:2Þ
Then the GRP scheme consists of the following three steps to define a pair of unknown vectors ðUnþ1
j ;rnþ1

j Þ.

Step 1. Given (2.2), calculate mid-point values U
nþ1

2

jþ1
2

approximately with the formula
U
nþ1

2
jþ1

2
¼ Un

jþ1
2
þ Dt

2
@U
@t

� �n

jþ1
2

; ð2:3Þ
where Un
jþ1

2
and @U

@t

� �n

jþ1
2

are defined via solving the local generalized Riemann problem (GRP) at xjþ1
2
; tn

� �
, and specified in

Section (2.2).
Step 2. Evaluate the interior cell averages by using the updating formula
Unþ1
j ¼ Un

j �
Dt
Dxj

F U
nþ1

2
jþ1

2

� �
� F U

nþ1
2

j�1
2

� �� �
; j ¼ 1; . . . ; J: ð2:4Þ
Step 3. Update the slope rnþ1
j by the following procedure,
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Unþ1;�
jþ1

2
¼ Un

jþ1
2
þ Dt

@U
@t

� �n

jþ1
2

;

rnþ1;�
j ¼ 1

Dxj
Unþ1;�

jþ1
2
� Unþ1;�

j�1
2

� �
:

ð2:5Þ
In order to suppress local oscillations near discontinuities, a monotonicity algorithm-slope limiter is applied, which is
rnþ1
j ¼minmod a

Unþ1
j � Unþ1

j�1

Dxj
;rnþ1;�

j ;a
Unþ1

jþ1 � Unþ1
j

Dxj

 !
; ð2:6Þ
where the parameter a 2 ½0;2Þ.
It is evident that the main task of the GRP scheme is to evaluate Un

jþ1
2

and @U
@t

� �n

jþ1
2
. The former can be obtained with the

standard Riemann solver, while the latter is achieved by analytically solving the generalized Riemann problem. The detail
will be given in the next subsection. This is the crucial part of the GRP scheme. It is just this point that it is different from
the MUSCL scheme [34].

2.2. The generalized Riemann problem

Now the generalized Riemann problem is solved at xjþ1
2
; tn

� �
to define the vector-values Un

jþ1
2

and @U
@t

� �n

jþ1
2
. We shift xjþ1

2
; tn

� �
to (0,0) and denote UL ¼ Un

j þ
Dxj

2 rn
j ;UR ¼ Un

jþ1 �
Dxjþ1

2 rn
jþ1;U

0
L ¼ rn

j and U0R ¼ rn
jþ1. Then locally we have the generalized Rie-

mann problem for (2.1) with the piecewise linear initial data
Uðx;0Þ ¼
UL þ xU0L; x < 0;
UR þ xU0R; x > 0:

(
ð2:7Þ
The solution of (2.1) with the uniform constant data (i.e. U0L ¼ U0R � 0 in (2.7) is referred to as the Riemann solution,
determining the local wave configuration of (2.1) and (2.7) around (0,0). The Riemann solution can be obtained via a
Riemann solver [3,33], being denoted here by RAðx=t; UL;URÞ. Denote also by Uðx; tÞ the solution of (2.1) and (2.7). Then
we can define Un

jþ1=2 as
Un
jþ1=2 :¼ lim

t!0þ
Uð0; tÞ ¼ RAð0; UL;URÞ: ð2:8Þ
As for @U
@t

� �n

jþ1=2, it is analytically defined through the four physical components ðq;u;v ; pÞ. Since the flow variables u and p are

continuous across the contact discontinuity in the intermediate region, we can first solve a pair of linear algebraic equations

to obtain @p
@t

� �n

jþ1=2 and @u
@t

� �n

jþ1=2,
aL
@p
@t

� �n

jþ1=2 þ bL
@u
@t

� �n

jþ1=2 ¼ dL;

aR
@p
@t

� �n

jþ1=2 þ bR
@u
@t

� �n

jþ1=2 ¼ dR:

8<: ð2:9Þ
Then @q
@t

� �n

jþ1=2 and @v
@t

� �n

jþ1=2 are obtained successively, depending on the location of the contact discontinuity. Here ðaL; bL; dLÞ
and ðaR; bR; dRÞ can be expressed explicitly. We refer to [4,5] for details.

2.3. The 2D GRP scheme on arbitrary quadrangular meshes

The two-dimensional system of an unsteady and inviscid compressible flow is written as:
@U
@t
þ @FðUÞ

@x
þ @GðUÞ

@y
¼ 0; U ¼

q
qu

qv
E

0BBB@
1CCCA; FðUÞ ¼

qu
qu2 þ p

quv
uðEþ pÞ

0BBB@
1CCCA; GðUÞ ¼

qv
quv

qv2 þ p

vðEþ pÞ

0BBB@
1CCCA: ð2:10Þ
Given a partition of the physical domain Xp, denoted by fAi;j; i; j 2 Zg, where Ai;j is an arbitrary quadrangle with four vertices
ðxiþp;jþq; yiþp;jþqÞ, p; q ¼ � 1

2. For simplicity, we fix ði; jÞ, and denote four vertexes by xk ¼ ðxk; ykÞ; k ¼ 1;2;3;4, so that

x1 ¼ ðx1; y1Þ ¼ xi�1
2;j�

1
2
; yi�1

2;j�
1
2

� �
. They are further ordered in an counter-clockwise manner.

Let Ci;j ¼ Ai;j � ½tn; tnþ1Þ be a control volume. The four lateral faces are denoted by Sk, and Ak
i;j is the kth neighboring quad-

rangle of Ai;j; k ¼ 1;2;3;4. Sk and Ak
i;j have a common boundary lk with Ai;j, as shown in Fig. 2.1.

Let Un
i;j be the average value of the U over Ai;j at the time tn, and assume that the data at time t ¼ tn are piecewise linear

function



Fig. 2.1. Quadrangle meshes and hexahedral control volumes.
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UAi;j
ðx; y; tnÞ ¼ Un

i;j þ ðx� xi;jÞðrxÞni;j þ ðy� yi;jÞðryÞni;j; ðx; yÞ 2 Ai;j; ð2:11Þ
where ðxi;j; yi;jÞ is the centroid of Ai;j. Integrating (2.10) over Ci;j and using the divergence theorem, we obtain:
jAi;jjUnþ1
i;j ¼ jAi;jjUn

i;j �
X4

k¼1

Z
Sk

½FðUÞlk þ GðUÞmk�ds; ð2:12Þ
where ðlk; mkÞ is the unit outward normal of the boundary lk; k ¼ 1;2;3;4, and jAi;jj is the area of Ai;j,
jAi;jj ¼
1
2
½ðx3 � x1Þðy4 � y2Þ � ðx4 � x2Þðy3 � y1Þ�:
Using the centroid values of four lateral faces to approximate the solution Uðx; y; tÞ in the flux integral of (2.12), we formally
obtain
Unþ1
i;j ¼ Un

i;j �
1
jAi;jj

X4

k¼1

Q k; ð2:13Þ
where the numerical flux function Q k is
Q k ¼ F U
nþ1

2
Sk

� �
lk þ G U

nþ1
2

Sk

� �
mk

h i
jSkj; ð2:14Þ
and jSkj ¼ jlkjDt is the area of Sk; jlkj denotes the length of the edge lk; k ¼ 1;2;3;4. The centroid values U
nþ1

2
Sk

are computed
from the following generalized Riemann problem. Define the function HðU;lk; mkÞ ¼ FðUÞlk þ GðUÞmk and n ¼ xlk þ ymk,
where ðx; yÞ are shifted from x~k; y~k

� �
to (0,0) and k ¼ 1;2;3;4, then the local generalized Riemann problem is defined as
@U
@t
þ @HðU;lk; mkÞ

@n
¼ 0; Uðn; 0Þ ¼

UL;k þ nU0L;k; n < 0;

UR;k þ nU0R;k; n > 0;

(
ð2:15Þ
where
UL;k ¼ UAi;j
x~k; y~k; tn
� �

;

UR;k ¼ UAk
i;j

x~k; y~k; tn
� �

;

8><>:
U0L;k ¼ ðrxÞni;jlk þ ðryÞni;jmk;

U0R;k ¼ ðrxÞnAk
i;j
lk þ ðryÞnAk

i;j
mk:

(
ð2:16Þ
and x~k; y~k
� �

is the middle point of the boundary segment lk. This generalized Riemann problem is solved in the exactly same
way as the planar case (2.1) and (2.7). Thus the algorithm of 2D GRP scheme based on arbitrary quadrangle meshes can be
described as follows, parallel to the planar case.

Step 1. Given the piecewise initial data (2.11), calculate the centroid point values U
nþ1

2
Sk

k ¼ 1;2;3;4 for every cell Ai;j with
the formula
U
nþ1

2
Sk
¼ Un

Sk
þ Dt

2
@U
@t

� �n

Sk

; ð2:17Þ
where Un
Sk

and @U
@t

� �n

Sk
are obtained from the generalized Riemann problem (2.15) and (2.16).
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Step 2. Evaluate the new cell averages Unþ1
i;j using Eq. (2.13).

Step 3. Update the slopes ðrzÞnþ1
i;j (z represents x or y) from the following approximate procedure. Define
Unþ1;�
Sk

:¼ Un
Sk
þ Dt

@U
@t

� �n

Sk

; k ¼ 1;2;3;4;
and
rnþ1;�
q :¼

1
jx~3x~1 j

Unþ1;�
S3

� Unþ1;�
S1

� �
; q ¼ 31;

1
jx~4x~2 j

Unþ1;�
S4

� Unþ1;�
S2

� �
; q ¼ 42:

8><>: ð2:18Þ
Calculate the slopes in ~x~3x~1 and ~x~4x~2 directions,
ðrqÞnþ1
i;j ¼

minmod a
Unþ1

i;jþ1�Unþ1
i;j

jxi;jþ1xi;j j
;rnþ1;�

q ;a
Unþ1

i;j
�Unþ1

i;j�1
jxi;jxi;j�1 j

� �
; q ¼ 31;

minmod a
Unþ1

iþ1;j�Unþ1
i;j

jxiþ1;jxi;j j
;rnþ1;�

q ;a
Unþ1

i;j �Unþ1
i�1;j

jxi;jxi�1;j j

� �
; q ¼ 42;

8>>><>>>: ð2:19Þ
where jxi;jxi;j�1j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi;j � xi�1;jÞ2 þ ðyi;j � yi�1;jÞ

2
q

and a 2 ½0;2Þ. Then ðrzÞnþ1
i;j (z represents x or y) are obtained from

ðrqÞnþ1
i;j (q ¼ 42 and 31) by using the local coordinate transformation similar to that in (4.1).

3. Adaptive mesh redistribution

This section illustrates the adaptive mesh redistribution method, in particular, the method of re-mapping the primitive
slopes and the choice of the monitor function. This adaptive moving mesh method has become one of the important ap-
proaches to resolve dynamically singular or nearly singular solutions in fairly localized regions, such as those around shock
waves etc. In the past several decades, there were a lot of important progresses in moving mesh methods for partial differ-
ential equations, including the variational approach of Winslow [37], Brackbill et al. [6,7], Dvinsky [14], and Li et al.
[13,24,25]; moving finite element methods of Miller and Miller [27] and Davis and Flaherty [12]; and moving mesh PDEs
of Cao et al. [8,9]. Some recent works on the moving mesh methods can be found in [10,18,16,32,11,35,36] and references
therein.

3.1. Mesh redistributions based on a variational method

The adaptive mesh can be regarded as an approximation of a coordinate transformation between computational coordi-
nates n 2 Xc (with uniform mesh partition) and physical coordinates x 2 Xp (with nonuniform adaptive mesh). Here
n ¼ n; x ¼ x for 1D cases, and n ¼ ðn;gÞ; x ¼ ðx; yÞ for 2D cases.

Let x ¼ xðnÞ be the coordinate transformation from the computation domain to the physical domain, and n ¼ nðxÞ denote
its inversion. In a variational approach, a ‘‘mesh-energy” functional defined in the computational domain is
EðxÞ ¼ 1
2

Xd

k¼1

Z
Xc

r>xkGkrxkdn ð3:1Þ
where d is the number of space dimension, r ¼ ð@n1 ; . . . ; @nd
Þ>;Gk are given symmetric positive definite matrices depending

on the underlying solution to be adapted. In particular, Gk ¼ xI are often used, where I is the identity matrix, and the monitor
function x is a positive weighted function. This produces isotropic/nondirectional mesh adaptation. The corresponding Eu-
ler–Lagrange equations of (3.1) are
r � ðxrxkÞ ¼ 0; 1 6 k 6 d: ð3:2Þ
In the present paper we only consider 1D and 2D cases (i.e. d ¼ 1 or 2), and use the Gauss–Seidel iteration method to solve
the mesh-moving Eq. (3.2).

The 1D case.
ðxxnÞn ¼ 0; n 2 ½0;1�;
xð0Þ ¼ a; xð1Þ ¼ b:

	
ð3:3Þ
The Gauss–Seidel iteration method takes the form
xjþ1x½m�
jþ3

2
� ðxj þxj�1Þx½mþ1�

jþ1
2
þxj�1x½mþ1�

j�1
2
¼ 0; ð3:4Þ
where xj ¼ x U½m�j

� �
; ½m� is the iteration step. The details of the monitor function are listed in Section 3.4.



E. Han et al. / Journal of Computational Physics 229 (2010) 1448–1466 1453
The 2D case.
ðxxnÞn þ ðxxgÞg ¼ 0;
ðxynÞn þ ðxygÞg ¼ 0;

(
ð3:5Þ
with the boundary condition xð0;gÞ ¼ a; xð1;gÞ ¼ b; yðn;0Þ ¼ c; yðn;1Þ ¼ d.
The Gauss–Seidel iteration formulae are
aiþ1;jþ1
2

x½m�
iþ3

2;jþ
1
2
� x½mþ1�

iþ1
2;jþ

1
2

� �
� ai;jþ1

2
x½mþ1�

iþ1
2;jþ

1
2
� x½mþ1�

j�1
2;jþ

1
2

� �
þ biþ1

2;jþ1 x½m�
iþ1

2;jþ
3
2
� x½mþ1�

iþ1
2;jþ

1
2

� �
� biþ1

2;j
x½mþ1�

iþ1
2;jþ

1
2
� x½mþ1�

iþ1
2;j�

1
2

� �
¼ 0;

aiþ1;jþ1
2

y½m�
iþ3

2;jþ
1
2
� y½mþ1�

iþ1
2;jþ

1
2

� �
� ai;jþ1

2
y½mþ1�

iþ1
2;jþ

1
2
� y½mþ1�

j�1
2;jþ

1
2

� �
þ biþ1

2;jþ1 y½m�
iþ1

2;jþ
3
2
� y½mþ1�

iþ1
2;jþ

1
2

� �
� biþ1

2;j
y½mþ1�

iþ1
2;jþ

1
2
� y½mþ1�

iþ1
2;j�

1
2

� �
¼ 0;

ð3:6Þ
where the parameters are given by
ai;jþ1
2
¼ 1

2
x U½m�i;j

� �
þx U½m�i;jþ1

� �h i
; biþ1

2;j
¼ 1

2
x U½m�i;j

� �
þx U½m�iþ1;j

� �h i
:

3.2. Conservative interpolation on new meshes

After each iterative step of (3.5) (resp. (3.6)), we need to remap the approximate numerical solutions from old mesh Cj

(resp. Ai;j) onto the newly resulting mesh eCj (resp. eAi;j). Tang and Tang in [31] proposed a conservative interpolation method
for one and two-dimensional conservation laws. It is an efficient interpolation method in preserving conservation of the
mass at each mesh redistribution step. Let eUj(resp. eUi;j) be the new cell average of the 1D conservative variables (resp. 2D).

The conservative interpolation for the 1D case is
jD~xjjeUj ¼ jDxjjUj � ðcUÞjþ1
2
� ðcUÞj�1

2

� �
; ð3:7Þ
where cðxÞ ¼ x� ~x and ðcUÞjþ1
2

denotes the value of cU at the interface xjþ1
2
. The linear flux cU will be approximated by an up-

wind numerical flux. In general, we have
ðcUÞjþ1
2
¼

cjþ1
2
þ jcjþ1

2
j

2
Uj þ

Dxj

2
rj

� �
þ

cjþ1
2
� jcjþ1

2
j

2
Ujþ1 �

Dxjþ1

2
rjþ1

� �
: ð3:8Þ
For the 2D case, the conservation interpolation is
jeAi;jjeUi;j ¼ jAi;jjUi;j � ½ðncUÞl4 þ ðncUÞl2 � � ½ðncUÞl3 þ ðncUÞl1 �; ð3:9Þ
where nc ¼ cxlþ cym; ðcx; cyÞ ¼ ðx� ~x; y� ~yÞ; ðncUÞlk denotes the value of the ncU at the boundary lk. In practice, we always
use the following upwind approximation to define ðUncÞlk :
ðncUÞlk ¼
ðncÞlk þ jðncÞlk j

2
ðUL;kÞ þ

ðncÞlk � jðncÞlk j
2

ðUR;kÞ; ð3:10Þ
where Um;k;m ¼ L or R is defined similar to (2.16). The details of this conservation interpolation can be found in [30].

3.3. Primitive slope on new meshes

The primitive slope should be defined on the resulting new mesh, if the minmod limiter (2.6) (1D) or (2.19) (2D) are used

to reconstruct the piecewise linear functions on it. Here we take the 1D case as an example. Let ~xnþ1
j

n oJ

j¼0
be the resulting

new mesh at tnþ1 and xn
j

n oJ

j¼0
the mesh distribution at tn, as shown in Fig. 3.1.

One simple way to define the new primitive slope is
~rnþ1
j ¼

eUnþ1
jþ1

2
� eUnþ1

j�1
2

D~xnþ1
j

; ð3:11Þ
where the interface value eUnþ1
jþ1

2
can be calculated from the generalized Riemann problem (2.7) along the direction
k ¼
~xnþ1

jþ1
2
� xn

jþ1
2

Dtn
: ð3:12Þ



Fig. 3.1. 1D mesh redistribution from time tn to tnþ1.
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The formula of eUnþ1
jþ1

2
is defined in this way
eUnþ1
jþ1

2
:¼ RAðk; UL;URÞ þ Dtn

@U
@t
þ k

@U
@x

� �n

jþ1
2

: ð3:13Þ
This is the Taylor expansion for U xjþ1
2
; tnþ1

� �
along the direction k;RAðk; UL;URÞ is the Riemann solution for the 1D Euler equa-

tions along the direction k and the directional derivatives @U
@t þ k @U

@x can be calculated within the framework of paper [5]. We
write out the derivation procedure and often used coefficients in Appendix A.

Another natural way to define this new primitive slope ~rnþ1
j is to interpolate it from the old slope r½m�j after each iteration

step. For simplicity, in this paper we use a conservative interpolation
r½mþ1�
j ¼

D~x½m�j r½m�j � ðcrÞ½m�
jþ1

2
� ðcrÞ½m�

j�1
2

� �
D~x½m�j

; ð3:14Þ
where ðcrÞ½m�
jþ1

2
is the value of ðcrÞ½m� on the interface xjþ1

2
. At last, let ~rnþ1

j :¼ r½l�j , where ½l� is the total number of iteration step.
For 1D examples, both methods work almost the same. However, it is quite hard to extend the first method to 2D cases

since the cell interfaces might be curved and it is difficult to define the generalized Riemann problem. So we are forced to use
the conservative interpolation, and extend (3.14) as
eAi;j




 


 ~rz
½mþ1�� �

i;j ¼ jAi;jj r½m�z

� �
i;j � ðncrzÞ½m�l2

þ ðncrzÞ½m�l4

h i
� ðncrzÞ½m�l1

þ ðncrzÞ½m�l3

h i
; ð3:15Þ
where ðncrzÞ½m�lk
denote values of ðncrzÞ½m� on the associated boundary lk; z is x or y;nc ¼ cxlþ cym, and ðcx; cyÞ ¼ ðx� ~x; y� ~yÞ.

Remark 1. It is not necessary to remap the primitive slope on the new mesh if the van Leer limiter is used. But for the GRP
scheme this limiter smears slip lines and shocks too much compared with the minmod limiter in many cases. As in the
numerical tests we will show in Figs. 5.4 and 5.15, the van Leer limiter does not work effectively. Fig. 5.4 shows the right
slowly moving shock. When the adaptive GRP scheme is employed with the van Leer limiter, the small density oscillation is
not smeared out completely. In Fig. 5.15 we show the spiral generated from the interaction of four vortex sheets (contact
discontinuities). The spiral in Fig. 5.15 with the van Leer limiter is much rougher resolved compared with that using the
minmod limiter in Fig. 5.14. Furthermore, we extract the data from the density profiles along the diagonal line x ¼ y in
Figs. 5.14 and 5.15, respectively, and show them in Fig. 5.16. We observe that the minmod limiter is much more accurate
than the van Leer limiter in this example.
3.4. The monitor function

The monitor function is one of the most important elements in the moving mesh algorithms. The appropriate choice of
the monitor will produce grids with good quality in terms of smoothness, skewness, and aspect ratio. The conventional mon-
itor functions usually depend on the magnitude of the gradient of the solutions, which may not be always effective to in-
crease the grid concentration in the local regions containing shock waves and contact discontinuities or their interactions.

However, the choices of the different parameters in the monitor functions depend strongly on the computed problem,
when we expect to present a ‘‘satisfactory” or ‘‘optimal” result. It is very important to further improve the present algorithm
in order to reduce this dependence. A possible and good direction is to use the monitor function without artificial parameters
given in the recent papers of Zegeling, de Boer, and Tang [39,10] and [16].

Since the choice of the monitor function is not the main task in our paper, so we will just use a traditional choice of an
arclength-type monitor (AL-monitor), such as
x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ arU � rU

p
; ð3:16Þ
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where a is a nonnegative constant and problem dependent, and U may represent the physical variables, such as density,
velocity, entropy, local Mach number and so on. As commonly done, some spatial smoothing procedure for the monitor func-
tion is used in order to avoid very singular mesh and/or large errors around the stiff solution area. The following are
examples:

For the 1D case, we choose
xj  
1
2
xj þ

1
4
ðxj�1 þxjþ1Þ: ð3:17Þ
In the present paper the monitor function for the 1D Euler equations (2.1) is always chosen as
x ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a1

un

max
n
junj

0@ 1A2

þ a2
sn

max
n
jsnj

0@ 1A2
vuuut ; ð3:18Þ
where entropy s ¼ p=qc and the parameters ai; i ¼ 1;2, are some nonnegative constants.
For the 2D case, we choose
xi;j  
1
4
xi;j þ

1
8
ðxi;jþ1 þxi;j�1 þxiþ1;j þxi�1;jÞ þ

1
16
ðxiþ1;jþ1 þxi�1;j�1 þxiþ1;j�1 þxi�1;jþ1Þ: ð3:19Þ
It is found that the monitor function (3.18) enlarges the start-up error around a single stationary shock for the 1D case, as
shown in Fig. 5.7, for which a1 ¼ 5;a2 ¼ 1. In this case, the monitor function with only velocity variable is an ideal candidate
to overcome this error, as seen in Fig. 5.5, in which a1 ¼ 5;a2 ¼ 0. It is also observed that this velocity monitor function
works efficiently for 2D Riemann problems, especially for the spiral of the interaction of the contact discontinuities. The
Mach number monitor function is able to keep the straight shock, but the accuracy cannot be improved inside the contact
discontinuity region. The entropy monitor function is also a good choice for the interaction problem of shocks but it will en-
large the start-up errors. Thus in our numerical tests, we can combine some of them to improve the numerical accuracy, or
avoid using some of them to decrease the possible errors. The monitor functions for all 2D tests are outlined in Section 5.
4. The algorithm of adaptive GRP scheme

Our algorithm consists of two independent parts: PDE evolution and iterative mesh distribution. The first part is to evolve
the compressible fluid flows with the GRP scheme. See Section 2. In each iteration step of the second part, mesh points are
first redistributed by the Gauss–Seidel method, and then the conservative variables and primitive slopes are updated on the
resulting new meshes by the conservative interpolation. The primitive slopes can be also directly computed from the gen-
eralized Riemann problem for 1D cases. See Section 3.3. We outline the 2D solution procedure in the following. The algo-
rithm of 1D adaptive GRP scheme is similar.

Step 1. If tn ¼ 0, give an initial partition xiþ1
2;jþ

1
2
; yiþ1

2;jþ
1
2

n o
to the physical domain Xp and a uniform partition to the logical

domain Xc . Compute the grid values U0
i;j and primitive slopes ðrxÞ0i;j; ðryÞ0i;j based on the initial data Uðx; y;0Þ. If

tn > 0, set ðx; yÞ½0�i;j ¼ ðx; yÞ
n
i;j;U

½0�
i;j ¼ Un

i;j; ðr
½0�
z Þi;j ¼ ðrzÞni;j; z ¼ x or y.

Step 2. For m ¼ 0;1;2; . . .l� 1, redistribute the mesh as follows:
(a) Compute the new mesh points in accord with the Gauss–Seidel iteration (3.6).

(b) Update the solution variables U½mþ1�
i;j

n o
and the primitive slopes ðrzÞ½mþ1�

i;j (z is x or y) on the new grid using the

conservation interpolation (3.9) and (3.15).
(c) Repeat the procedure (a) and (b) for a fixed number l or until

P
i;j ðx; yÞ

½mþ1�
i;j � ðx; yÞ½m�i;j




 


 6 e.

Step 3. Set Ai;j ¼ A½mþ1�
i;j ;Un

i;j ¼ U½mþ1�
i;j ; ðrzÞni;j ¼ ðrzÞ½mþ1�

i;j (z is x or y). Reconstruct the piecewise linear function UAi;j
ðx; y; tnÞ

according to (4.1). Compute Unþ1
i;j and rnþ1

i;j from the procedure listed in Section 2.3 on the new mesh Ai;j.
Step 4. Go to Step 1. if tnþ1 < T.

Remark 2. In our 2D numerical experiments, the slopes ðrxÞnþ1
i;j and ðryÞnþ1

i;j on the cell Ai;j are evaluated from the following
step:

(i) Calculate the primitive slopes ðrnÞnþ1
ij and ðrgÞnþ1

ij in the computational plane ðn;gÞ, which is similar to (2.18).
(ii) Compute the slopes ðrxÞnþ1

i;j and ðryÞnþ1
i;j ,
ðrxÞnþ1
i;j ¼ ðrnÞnþ1

i;j ðnxÞnþ1
i;j þ ðrgÞnþ1

i;j ðgxÞ
nþ1
i;j ;

ðryÞnþ1
i;j ¼ ðrnÞnþ1

i;j ðnyÞnþ1
i;j þ ðrgÞnþ1

i;j ðgyÞ
nþ1
i;j ;

ð4:1Þ
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where
nx ¼
yg
A ;

ny ¼ � xg
A ;

(
gx ¼ �

yn

A ;

gy ¼
xn

A ;

(
A ¼

xn yn

xg yg












; ð4:2Þ
and zn; zg (z is x or y) are approximated by the central difference on every mesh Ai;j.
5. Numerical examples

5.1. One-dimensional examples

We choose three well-understood one-dimensional examples to show the performance of the present adaptive GRP
scheme for the 1D case. In all figures, the solid lines represent the exact solutions, while the red dotted lines stand for
the numerical solutions The parameter a in the minmod limiter (2.6) is a ¼ 1:9 and the polytropic index c is taken as 1.4
for air unless explicitly stated otherwise. The vertical velocity v � 0 is set for (2.1).

Example 5.1 (Sod problem). Our first example is the Sod shock tube problem [29]. The initial data are
ðq;u;pÞðx; 0Þ ¼
ð1;0;1Þ; 0 < x < 0:5;
ð0:125; 0;0:1Þ; 0:5 < x < 1:

	
ð5:1Þ
The exact solution consists of a leftward moving rarefaction wave, a contact discontinuity, and a rightward moving shock
wave. Fig. 5.1 is displayed for the numerical result by the adaptive scheme at time t ¼ 0:15 with 60 grid points, for which
the CFL number is chosen to be 0.9, and the monitor function is given by the formula (3.18) with a1 ¼ 1:0;a2 ¼ 1:0. We
can see that the adaptive GRP scheme does very well in capturing these three elementary waves.

Example 5.2 (Nearly stationary strong shock). Initially, we have
ðq;u;pÞðx; 0Þ ¼
ð4:0;�0:3;4:0=3:0Þ; 0 6 x < 0:2;

ð1:0;�1:3;10�6Þ; 0:2 < x 6 1:

(
ð5:2Þ
The polytropic index is taken to be c ¼ 5=3 for the helium. This example involves a very strong nearly stationary shock,
whose exact speed is 3:4052� 10�2. This is an almost infinite shock in the sense that the density ratio is close to its max-
imum. The ‘‘wavelike” behavior will be generated by many high resolution numerical schemes, as pointed out [1] and shown
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Fig. 5.1. The Sod problem by the adaptive GRP scheme: 60 grids points are used.
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in Fig. 5.2, which is obtained using the GRP scheme [5] with 100 mesh points. This oscillation can be smoothed out by intro-
ducing the adaptive mesh redistribution mechanism. In Fig. 5.3, we use the present adaptive GRP scheme (60 grid points)
with the minmod limiter (2.6), while in Fig. 5.4 we use the same grid points but with the van Leer limiter. The other param-
eters are the same: The monitor function is given by (3.18) with a1 ¼ 1;a2 ¼ 1; the CFL number is 0.9 and the output time is
t ¼ 20. Both results are almost consistent and satisfactory. However, there is still a small oscillation around the shock front of
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Fig. 5.2. Almost stationary shock by the direct Eulerian GRP scheme with 100 grid points at time t ¼ 20.
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Fig. 5.3. Almost stationary shock by the adaptive GRP scheme with the minmod limiter: 60 grid points are used at time t ¼ 20.
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Fig. 5.4. The stationary shock by the adaptive GRP scheme with the van Leer limiter: 60 grid points are used at time t ¼ 20.
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the density plot in Fig. 5.4. Just as we have already pointed out, the minmod limiter is a little bit better than the van Leer
limiter in our adaptive GRP scheme.

Example 5.3 (Start-up errors in a single shock). It is observed that there is a start-up error around the initial discontinuity
point for the single shock wave, and it is still unclear about the mechanism of this phenomenon. In two-dimensional
Riemann problem this phenomenon is quite common, refer to Fig. 3.3 in [19] and Fig. 11 in [26]. We take a look at the
following example of a single shock. The initial data is taken as
ðq;u;pÞðx; 0Þ ¼
ð0:532258;1:206045;0:3Þ; 0 6 x < 0:5;
ð1:5; 0:0;1:5Þ; 0:5 < x 6 1:0:

	
ð5:3Þ
Fig. 5.5 shows the start-up error, which is obtained by the direct Eulerian GRP scheme [5] with 100 grid points. Obviously
there is an error around the initial discontinuity point x ¼ 0:5. Fig. 5.6 is the numerical result by the current adaptive GRP
scheme with 60 grid points and the monitor function is (3.18) chosen with a1 ¼ 5 and a2 ¼ 0. The start-up error has been
totally smeared out in Fig.5.6. However, we have to take caution in choosing the parameters for the monitor function
(3.18). Fig. 5.7 is obtained by the adaptive GRP scheme with a1 ¼ 5 and a2 ¼ 1 for the monitor function (3.18). The start-
up error has been enlarged significantly as both the density and entropy take effect in the monitor function (3.18). This
shows that this start-up error may be caused by the violent variation of the entropy. The output time of the all numerical
results is at t ¼ 0:15 and the CFL number is 0.9.
5.2. Two-dimensional examples

We choose several two-dimensional Riemann problems and the well-known double Mach reflection problem to demon-
strate the capabilities of the present adaptive GRP scheme for 2D cases. The two-dimensional Riemann problems were orig-
inally proposed by Zhang and Zheng [41], and then followed by many numerical simulations [28,26,19]. Systematic
treatments can be found in [23,40]. The flow patterns are quite complex, including the Mach reflection, rolling up of slip
lines, formation of shocks and much more. Nowadays the two-dimensional Riemann problems have been widely used for
checking the resolution as well as efficiency of numerical schemes. We present the density contour curves and the corre-
sponding mesh distribution for tested problems. The initial data for each example consist of a constant state in each quad-
rant. Furthermore, the initial data are designed so that only one elementary wave (a shock, a rarefaction wave or a contact
discontinuity) emanates from each initial discontinuity along the coordinate axes. The notations ðqi;ui;v i; piÞ are used to ex-
press the constant state in the i-th quadrant, i ¼ 1;2;3;4; and other conventions are the same as in [23]. The parameter a in
the minmod limier (2.6) is 1.9; the polytropic index c is taken as 1.4 and the CFL number is taken 0.5 unless explicitly stated
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Fig. 5.5. A single shock by the direct Eulerian GRP scheme: 100 grid points are used.
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Fig. 5.6. A single shock by the adaptive GRP scheme: 60 grid points are used.
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otherwise. The double Mach reflection problem can be found in many references and regarded locally as a two-dimensional
Riemann problem. All the experiments have been performed on a workstation with Intel(R) Core(TM) 2 Quad CPU Q660
@2.40 GHZ.
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Fig. 5.7. A single shock by the adaptive GRP scheme with the entropy monitor function: 100 grid points are used.
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Example 5.4 (Interaction of four shocks S�12Sþ23S�34Sþ41

� �
). The initial data are chosen to be
ðq; u;v ;pÞðx; y; 0Þ ¼

ð1:1; 0:0;0:0;1:1Þ; x > 0:5; y > 0:5;
ð0:5065; 0:8939;0:0; 0:35Þ; x < 0:5; y > 0:5;
ð1:1; 0:8939;0:8939;1:1Þ; x < 0:5; y < 0:5;
ð0:5065; 0:0;0:8939; 0:35Þ; x > 0:5; y < 0:5:

8>>><>>>: ð5:4Þ
Initially a single planar shock emanates from each coordinate axis. The four shocks interact as time evolves, and a very com-
plicated wave pattern emerges. It includes triple points, Mach stems and contact discontinuities, etc. If we regard the sym-
metric axis x ¼ y as the rigid wall, then the one-fourth (northeastern) part is just the Mach reflection case. This example is
just the same as Fig. 4 in [26] and Fig. 3.4 in [19].

Figs. 5.8, 5.9, 5.10and 5.11 display the contours of the density at t ¼ 0:25 by the GRP scheme combined the Strang
splitting method and the adaptive GRP scheme separately. The results indicate that the shocks and contact discontinuities
are much better resolved by the adaptive GRP method on 50� 50 mesh, compared to those on 100� 100 uniform mesh,
although the CPU time is spent nearly 68% more. However, compared to those on 200� 200 uniform mesh, the current
adaptive GRP method (on 50� 50 mesh) uses less CPU time but obtain almost the same result. Here we also provide the
wave configuration on 100� 100 mesh by the adaptive GRP scheme, see Fig. 5.11. It is resolved with almost the same
accuracy as [19,26] on 400� 400 uniform mesh (see Figs. 5.12 and 5.13).

Example 5.5 (Interaction of vortex sheets and formation of spirals J�12J�23J�34J�41

� �
). The Riemann initial data are chosen to be
ðq; u;v ;pÞ ¼

ð0:1;0:5;�0:5;10Þ; x > 0:5; y > 0:5;
ð0:15;0:5;0:5;10Þ; x < 0:5; y > 0:5;
ð0:09;�0:5;0:5;10Þ; x < 0:5; y < 0:5;
ð0:05;�0:5;�0:5;10Þ; x > 0:5; y < 0:5:

8>>><>>>: ð5:5Þ
This example typically describes the interaction of vortex sheets in 2D compressible fluid flows. Initially four vortex sheets
emanates from the initial discontinuities. Since the slip lines have the same sign, the structure of the solution is a spiral turn-
ing clockwise in subsonic domain and the slip lines (vortex sheets) roll up around its center. Here we choose such initial data,
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